
Lecture 14: CNNs + RNNs

Prof J.C. Kao, UCLA ECE

Announcements:

• HW #5 is due today Monday, March 4, uploaded to Gradescope. Appreciate that you went 
from 35-40% accuracy with softmax on Homework 2 to 65+% accuracy with CNNs! 

• Remaining schedule: Today: CNNs + RNNs, 3/6: RNNs + object detection, 3/11: object 
detection + adversarial examples, 3/13: adversarial + overview. 

• The project and its accompanying data have been uploaded to Bruin Learn. It is due 
March 15, 2024 (Friday of Week 10). 

• You will be allowed to use PyTorch, Keras, or other deep learning libraries for the 
project. 

• We will cover RNNs today, though we may not finish LSTMs. Our lectures on LSTM go 
over why it’s a good idea and why it works; you can feel free to implement them using 
LSTM cells in PyTorch (https://pytorch.org/docs/stable/generated/torch.nn.LSTM.html) 
or Keras (https://keras.io/api/layers/recurrent_layers/lstm/) and play with 
hyperparameters. 

• We will release midterm grades tonight; regrades due within a week.
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What about depth?

http://kaiminghe.com/icml16tutorial/icml2016_tutorial_deep_residual_networks_kaiminghe.pdf

New architectures, that are 
substantially deeper.
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ResNet

http://kaiminghe.com/icml16tutorial/icml2016_tutorial_deep_residual_networks_kaiminghe.pdf

Revolution of depth
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ResNet

Idea so far: 

- AlexNet and ZFNet were 8 layers. 
- VGG Net was 16-19 layers. 
- GoogLeNet was 22 layers? 
- Why not just keep adding layers?

He et al., 2016

Vanilla CNNS
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ResNet

This result is non-intuitive.  (Why?) Why should a 56-layer NN always
do at least as well as a 20-layer NN ?

For a 56 layer NN,

I could copy
the parans of a 20 layer NN

and then set the remaining
36 layers to

implement the identity for
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ResNet

The degradation problem suggests that the solvers might have difficulties in 
approximating identity mappings by multiple nonlinear layers. With the 
residual learning re-formulation, if identity mappings are optimal, the solvers 
may simply drive the weights of the multiple nonlinear layers toward zero to 
approach identity mappings. 

- He et al., 2016 The goal is to change the UN architecture so that

it is easy
to learn the identify mapping.

standard : hits = rel (Whitb ( We w-w
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ResNet

In real cases, it is unlikely that identity mappings are optimal, but our 
reformulation may help to precondition the problem.  If the optimal function is 
closer to an identity mapping than to a zero mapping, it should be easier for 
the solver to find the perturbations with reference to an identity mapping, than 
to learn the function as a new one. 

- He et al., 2016
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ResNet

The main idea of the ResNet architecture is to facilitate the network training by 
causing each layer to learn a residual to add to the input.

Convolution

Normal architecture ResNet architecture

Convolution

relu

x

H(x)

Convolution

Convolution

relu

x

F(x)

x+ F(x)

+



Prof J.C. Kao, UCLA ECE

ResNet

The main idea of the ResNet architecture is to facilitate the network training by 
causing each layer to learn a residual to add to the input.

Convolution

Normal architecture ResNet architecture

Convolution

relu

x

H(x)

Convolution

Convolution

relu
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+

Residual layers are used to fit  
To make dimensions work out, sometimes a linear mapping is used: 
Feature maps are added by doing 1x1 convolutions or padding.

F(x) ⇡ H(x)� x
Wsx
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ResNet

“We hypothesize that it is easier to optimize the residual mapping than to 
optimize the original, unreferenced mapping.” 

“To the extreme, if an identity mapping were optimal, it would be easier to 
push the residual to zero than to fit an identity mapping by a stack of nonlinear 
layers.” 

(He et al., 2016) 
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ResNet

Network architecture: 

- They follow the design rules of VGG Net. 
- All conv layers are 3x3 filters with the same number of filters. 
- If the feature map size is halved, the number of filters is doubled so that 

the computational complexity in each layer is the same. 
- The output ends with average pooling and then a FC 1000 layer to a 

Softmax. 
- Conv layers are residual network layers. 

Other notes: 

- They performed data augmentation (image scaling, different crops) 
- SGD with momentum 0.9, with mini batch size 256. 
- L2 regularization with weight 0.0001 
- Learning rate starts off at 0.1 and is decreased by an order of magnitude 

when the error plateaus. 
- No dropout.
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ResNet

He et al., 2016
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ResNet

For deeper networks, use an idea similar to inception:

He et al., 2016

He et al., 2016

Vanilla CNN ResNet CNN



Prof J.C. Kao, UCLA ECE

ResNet

CIFAR-10 performance:

He et al., 2016

Vanilla CNNs ResNet
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Fractal Nets

“…thereby demonstrating that residual representations may not be 
fundamental to the success of extremely deep convolutional neural 
networks. Rather, the key may be the ability to transition, during training, 
from effectively shallow to deep.” 

Larsson et al., 2017

Regarding ResNet:  

First, the objective changes to learning residual outputs, rather than 
unreferenced absolute mappings. Second, these networks exhibit a type of 
deep supervision (Lee et al., 2014), as near-identity layers effectively reduce 
distance to the loss. He et al. (2016a) speculate that the former, the residual 
formulation itself, is crucial. 

Larsson et al., 2017
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Fractal Nets

Larsson et al., 2017

<
8 layer

FractalNot
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Fractal Nets

Larsson et al., 2017

Vanilla CNNs
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An overall view of architectures

Canziani et al., 2017
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Inception-v4 

Szegedy et al., 2017
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An overall view of architectures

Canziani et al., 2017
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Take home points

For convolutional neural networks: 

- Architecture can play a key role in the performance of the network. 

- There is evidence that deeper and wider (i.e., more feature maps) result in 
better performance. 

- Going deeper helps to a point; beyond that, new architectures have to be 
considered (like the ResNet). 

- It appears that what is key about these different architectures is that they 
reduce the effective depth of the network, i.e., they shorten the longest path 
from the output loss to the network input.  This helps to avoid the 
fundamental problem of deep learning. 



Recurrent neural networks
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In this lecture, we’ll talk about recurrent neural networks.  In particular: 

- Why RNNs? 
- The basic RNN structure. 
- Backpropagation through time. 
- LSTMs 
- GRUs



Why recurrent neural networks?
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A key missing feature of FC and convolutional neural networks is that they lack 
recurrent connectivity, and hence have no dynamics.
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A motivating thought experiment
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Say we’re training a neural network to do character prediction (or word 
prediction, e.g., when you type on your phone and it suggests a next word). 

In the case of character prediction, we have done the following: 

1) Downloaded every NY Times article ever written. 
2) Trained a CNN to do the following: 

1) Take as input one character, e.g., the letter “t” 
2) Output a distribution over the next character, e.g., softmax 

probabilities on the 26 letters in the alphabet.   
3) From here, take the character with the highest probability, e.g., we 

may find it’s the letter “h” because in the English language, h 
commonly follows t. 

3) Question for you.  Consider the next character to be output following 
these two strings: 

1) “th” 
2) “though” 

4) If you trained a CNN with all the bells and whistles to make it as good 
as possible in prediction, what ought the output look like?
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A motivating thought experiment
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This gets to the problem of state. 
 
The CNN will always produce the same output given the same input, 
irrespective of what happened in the past. 

In some cases, this is a totally fine thing, e.g., classifying images that don’t 
have temporal structure. 

But what if we wanted to classify videos?  What if we wanted to generate text? 
What if what happened in the past matters? 

At this point, we need a new construction.



A motivating thought experiment
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What is state? 

State captures — usually in a succinct manner — what has happened in the 
past. 

For example, say we want to infer some output      from some inputs                       zt x1,x2, . . . ,xt

St



A motivating thought experiment
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There are a few ways you could think of doing this.  One way is to define a 
function that takes all of the history and produces an output.

zt = f(x1,x2, . . . ,xt)

Then this f() could be, e.g., a CNN or a FC net! 

So haven’t we solved the problem?



A motivating thought experiment
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The other way is to introduce a variable called state. 

The state is influenced by its past value(s), as well as by the current input. 
 
Usually, we also make what is called the Markov assumption, which states that 
all information about my past inputs is stored in my current state.

st = f(st�1,xt)

Here, “s” denotes the state, and critically,          contains all the information we 
need to know about                            . 

With this more compact representation of the history, we can infer:    

In short, we encapsulate all the history into this state variable.

st�1

x1,x2, . . . ,xt�1

zt = g(st�1,xt)

St = A St-1 Est
St EIR3

2Cid
S

O 52
F

& -3

(b) /sifo↳

state var, that contains ALL
the relevant

contains ALL relevant
& =

info about X
,
X2 , ...,

Xt to

info about x, ..., Xt
perform my

task



Why recurrent neural networks?
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Why recurrent neural networks?
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Some cool results
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Source: Andrej Karpathy, http://karpathy.github.io/2015/05/21/rnn-effectiveness/
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Learning Shakespeare
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Source: Andrej Karpathy, http://karpathy.github.io/2015/05/21/rnn-effectiveness/

100 iters

300 iters

700 iters

2000 iters
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Source: Andrej Karpathy, http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Learning Shakespeare
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Source: Andrej Karpathy, http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Learning Shakespeare



Generating Wikipedia
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Source: Andrej Karpathy, http://karpathy.github.io/2015/05/21/rnn-effectiveness/



Faked algebraic geometry
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Source: Andrej Karpathy, http://karpathy.github.io/2015/05/21/rnn-effectiveness/



Faked algebraic geometry
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Source: Andrej Karpathy, http://karpathy.github.io/2015/05/21/rnn-effectiveness/



Faked algebraic geometry
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Source: Andrej Karpathy, http://karpathy.github.io/2015/05/21/rnn-effectiveness/



Learning long term dependencies
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Source: Andrej Karpathy, http://karpathy.github.io/2015/05/21/rnn-effectiveness/



RNN architecture
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Vanilla RNN
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Output of the RNN is based on its state
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Loss functions are usually accumulated through time

to chans -> RNN -> 51st char.
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What do we need to train an RNN?

Let’s take stock of what we know: 
- We know the RNN equations, and we can define a loss function.  

- So we know how to do a forward pass and calculate a loss. 

- In general, we know how to do optimization (i.e., with SGD and your 
favorite optimizer on top of that, e.g., Adam or RMSprop). 

- Do we know how to take gradients of the weight matrices? 

- Is there any problem in applying backpropagation as in feedforward 
networks (e.g., CNNs, FC nets) to RNNs? 
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What do we need to train an RNN?
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Key insight: unroll the computational graph
Multiplicative RNN
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"Backpropagation through time" BPTT


