
Lecture 2: Reviewing the basics of machine learning

Prof J.C. Kao, UCLA ECE

Announcements:

• We sent out an Announcement on Bruin Learn on how to sign up for Gradescope 
and Piazza, as well as a poll on discussion section scheduling.  

• We will set discussion sections and OH based on the polls. OH and discussions will 
commence in Week 2. 

• We uploaded the formal notes of the class and exams dating back to 2019. 

• The midterm is TENTATIVELY scheduled for Wednesday, February 21, 7-9pm. It is 
tentative because the registrar will not allow us to schedule classrooms until week 3 
of the quarter. 

• Any questions on the syllabus or logistics?



Rough class schedule
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http://www.deeplearningbook.org/



Grading
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Midterm exam
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• The midterm is in week 7, and is tentatively scheduled on Wednesday, Feb 
21, 7-9p. 

• We will still cancel class on Feb 21. 

• You are allowed to bring 4 cheat sheets (each an 8.5 x 11 inch paper) to the 
exam. You can fill both sides (8 sides total). You can put whatever materials 
you want on it. It can be handwritten, typed, or a combination of the two. 
The exam is otherwise closed book, closed computer (except for a 
calculator), and closed internet. 

• You may use pen or pencil on this exam. We will scan your exams after you 
take them. 

• Other miscellaneous details students have asked: (1) you may be asked to 
write code on the exam, but this will not be used to test syntax; (2) while you 
should put commonly used gradients on your cheat sheets (including those 
we derived in class, or backpropagation rules), we will provide any 
gradients you would typically look up in the Matrix Cookbook.



On academic integrity
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What I assume you know
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A few last notes about this class
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About me
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• This is my seventh time teaching this class at UCLA. 

• Though this class focuses on deep learning for engineering purposes, I’m 
interested in deep learning because of its ties to the brain. 

• I am primarily a computational neuroscientist and neural engineer. 

• My work includes brain-machine interfaces and applying machine 
learning to understand how neurons in the brain communicate. 

• We use deep learning as a model to understand the brain and build 
brain-machine interfaces. 

• I normally teach ECE C143A/C243A in the Spring quarter, but this year I am 
developing a sequel to this course, “Neural Networks and Deep Learning 2” 
tentatively scheduled for Spring 2024 as ECE 239AS. 



Tonmoy Monsoor
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Yang Liu
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•Third-year graduate student 
in electrical and computer 
engineering 

•Aharoni lab in Neurology 

•Tennis, climbing, and 
snowboarding



Shreyas Rajesh
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• I’m a MS/PhD student in the ECE 
department advised by Prof. Vwani 
Roychowdhury. My research interests 
are in Natural Language Processing 
and Deep Learning. 

• This is my 5th quarter TA’ing at UCLA 
and I have throughly enjoyed teaching 
thus far. I’m looking forward to a lot of 
learning and interesting discussions 
with all of you, please feel free to reach 
out with any questions you may have. 

• Outside of work, I enjoy reading (my 
favorite writer is Mohsin Hamid) and 
watching and playing soccer (I’m a 
huge fan of Arsenal Football Club!)



Lahari Julakanti
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• I am a second year MS student in the 
ECE department specializing in 
Signals and Systems. My field of 
interest is Digital and Wireless 
Communications. 

• In my leisure time, I enjoy reading 
novels and comics. 

• My favorite classes at UCLA have 
been 247 Neural Networks and 
Deep Learning, 231E Channel Coding 
Theory.



Lecture 2: Machine learning refresher
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This lecture gives a refresher on key concepts from machine learning. 
 



Lecture 2: Basics of machine learning
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Reading: 

Deep Learning, chapter 5 (up to and 
including section 5.5). 

To refresh your linear algebra and probability, 
look at chapters 2 and 3 respectively.



Focus of this class:
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• This class will focus on supervised learning problems. 

• This class will also focus on classification largely (e.g., when considering 
convolutional neural networks) as well as some instances of regression 
(e.g., when considering recurrent neural networks)



Classification
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CIFAR-10 dataset, https://www.cs.toronto.edu/~kriz/cifar.html



An example of supervised learning
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Let’s say we want to rent a home in Westwood, and we wanted to know if we 
were getting a good deal.  (Warning: this data is synthetic!  Scrape the real 
data if you’re curious.)

Regression

input : sq
. ft.

output : rent

goal : learn f

rent = f (sq · ft))



An example of supervised learning
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How should we model this data? 

‣ Inputs, x?  Outputs, y? 
‣ What model should we use? 
‣ How do we assess how good our model is?
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An example of supervised learning
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A simple linear example: 

‣ Model: 
 
 
 

‣ Cost function:

How do we learn the parameters of this model?

data given
to
us

e
output input &

parameters : I get to choose
F↓

Y
T the values of a and 6

0000 to make the model as

good as poss.

o = (5)x = (Y] ↓
to make 2(a , b)

as small as poss.



An example of supervised learning
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Construct it as an optimization problem.   

Our goal is to choose the parameters to make the loss as small as possible.

However,      is a vector, so how do we take derivatives with respect to it?✓



Aside: vector and matrix derivatives
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In machine learning, we often take derivatives with respect to vectors and 
matrices. 

These are typically called gradients, and in this class we’ll use the following 
notation to denote derivatives with respect to vectors and matrices.
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Matrix derivatives
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Back to our supervised learning example
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Back to our supervised learning example
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Re-writing the cost function, we have:


