
Lecture 9: Regularization and optimization

Prof J.C. Kao, UCLA ECE

Announcements:

• HW #3 is due tonight. To submit your Jupyter Notebook, print the notebook to a pdf 
with your solutions and plots filled in. You must also submit your .py files as pdfs.  

• Midterm is in 2 weeks on Feb 21, 2024. Past exams are uploaded to Bruin Learn 
(under “Modules” —> “past exams”). This year, we will allow 4 cheat sheets (8.5 x 
11” paper) that can be filled front and back (8 sides total). The exam is otherwise 
closed book and closed notes.

Friday
-

· MT review session : Thursday , Feb 15 , 2024 , 6-9pm

& Young C950 .

There will be a Zoom linka recording.
TAs will not take questions over Zoom .



What is regularization?
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A simple example of regularization
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A regularization familiar to you all: parameter norm penalties
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You guys have already implemented some regularization on the HWs through 
parameter norm penalties. 

These are not specific to neural networks.  These are commonly used, e.g., 
even in linear regression, where specific penalty norms have their own names 
(e.g., Tikhonov regularization / ridge regression).



Parameter norm penalties
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L2 regularization
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L2 regularization
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Other places you may have seen L2 regularization (NOT tested)
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L2 regularization
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L1 regularization
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L1 regularization on the units

Prof J.C. Kao, UCLA ECE



Dataset augmentation
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Original image:



Dataset augmentation
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Original image: Flipped image:



Dataset augmentation
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Original image: Flipped image: Cropped image:



Dataset augmentation
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Original image: Flipped image: Cropped image:

Adjust brightness



Dataset augmentation
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Original image: Flipped image: Cropped image:

Adjust brightness Lens correction



Dataset augmentation

Prof J.C. Kao, UCLA ECE

Original image: Flipped image: Cropped image:

Adjust brightness Lens correction Rotate



Dataset augmentation
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There are various heuristics to keeping the input size the same. 

You can be creative for dataset augmentation.

Szegedy et al., CVPR 2015



Dataset augmentation
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Example from brain-machine interfaces:

(back-to-back comparisons during the same experiment)

MRNNFIT-KF 
(conventional state-of-the-art)



Dataset augmentation
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Example from brain-machine interfaces:
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Dataset augmentation
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Other types of dataset augmentation: 

- Inject noise into the network 
- Label smoothing

Szegedy et al., arXiv 2015



Multitask learning
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Multitask learning
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Kendall et al., arXiv 2017
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Multitask learning
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Transfer learning
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Ensemble methods
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One way to get a boost in performance for very little cognitive work is to use 
ensemble methods. 

The approach is: 

1. Train multiple different models 
2. Average their results together at test time. 

This almost always increases performance by substantial amounts (e.g., a few 
percentage improvement in testing).



Ensemble methods
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Ensemble methods
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One implementation of ensemble methods is via bagging.



Ensemble methods
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Ways to get around computational expense? 

You could take snapshots of the model at different local minima and average 
them together.  See Huang, Li et al., ICLR 2017.



Dropout
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Dropout
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Dropout
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Dropout in code.



Dropout
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How about during test time?  What configuration do you use?



Dropout
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How about during test time?  What configuration do you use? 

We call this approach the weight scaling inference rule.  There is not yet any 
theoretical argument for the accuracy of this approximate inference rule in 
deep nonlinear networks, but empirically it performs very well. 

In this class, instead of scaling the weights, we’ll scale the activations.



Dropout
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Note: an additional pro of dropout is that in testing time, there is no additional 
complexity.  With m ensemble models, our test time evaluation would scale 
O(m).



Inverted dropout
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A common way to implement dropout is inverted dropout where the scaling by 
1/p is done in training.  This causes the output to have the same expected 
value as if dropout was never been performed. 

Thus, testing looks the same irrespective of if we use dropout or not.  See 
code below:



Dropout
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How is this a good idea? 

1) Dropout approximates bagging, since each mask is like a different 
model.  For a model with N hidden units, there are 2^N different model 
configurations. 
 
Each of these configurations must be good at predicting the output. 

2) You can think of of dropout as regularizing each hidden unit to work 
well in many different contexts. 

3) Dropout may cause units to encode redundant features (e.g., to detect 
a cat, there are many things we look for, e.g., it’s furry, it has pointy 
ears, it has a tail, a long body, etc.). 



Lecture summary
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Here, we’ve covered tricks that we can do in initialization, regularization, and 
data augmentation to improve the performance of neural networks. 

But what about the optimizer, stochastic gradient descent?  Can we improve 
this for deep learning? 

That’s the topic of our next lecture.


