
Lecture 11: Convolutional neural networks

Prof J.C. Kao, UCLA ECE

Announcements:

• HW #4 is due Monday, Feb 19, uploaded to Gradescope. To submit your Jupyter 
Notebook, print the notebook to a pdf with your solutions and plots filled in. You must 
also submit your .py files as pdfs.  

• The midterm exam is during class (2-3:50pm) on Wednesday, Feb 21, 2024. 

• You are allowed 4 cheat sheets (each an 8.5 x 11 inch paper). You can fill out 
both sides (8 sides total). You can put whatever you want on these cheat sheets. 

• The midterm will cover material up to and including this Wednesday’s lecture (Feb 
15). 

• Past exams are uploaded to Bruin Learn (under “Modules” —> “past exams”). 
• You may bring a calculator to the exam. 
• You may do the exam in pen or pencil. 

• Midterm exam review session: Thursday, Feb 15, 6-9pm at WG Young CS50.
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Challenges in gradient descent
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Reading: 

Deep Learning, Chapter 9

Convolutional neural networks



Background: convolutional neural networks
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The CNN played a large role in this last “revival” of neural networks (i.e., the 
past 5 years).
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CNNs have been around since the 1990’s.  In 1998, Yann LeCun introduced 
LeNet, which is the modern convolutional neural network.

Background: convolutional neural networks
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How do we arrive at this architecture?  What are the principles that lead us to 
this?

Background: convolutional neural networks



Biological inspiration for the CNN
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If interested, you can YouTube some videos of their experiments. Warning: 
they do show cats in an experimental apparatus.
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Biological inspiration for the CNN
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Biological inspiration for the CNN
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Biological inspiration for the CNN

Do CNN’s compute like the visual system?
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Biological inspiration for the CNN

Do CNN’s compute like the visual system?
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Motivation for CNNs
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Convolution
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Correlation and convolution
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Convolution in 2D
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Convolution in 2D example

*** All convolutions in this class will be VALID convolutions (the 
filter and inputs must be totally overlapping). ***
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Convolution in 2D example
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Convolution in 2D
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Convolution in 2D

*** All convolutions in this class will be VALID convolutions (the 
filter and inputs must be totally overlapping). ***
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The convolutional layer of a CNN
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The convolutional layer of a CNN



Prof J.C. Kao, UCLA ECE

The convolutional layer of a CNN
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The convolutional layer of a CNN
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The convolutional layer of a CNN
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Convolutional layers have sparse interactions
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Convolutional layers have sparse interactions
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Convolutional layers have sparse interactions
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Convolutional layers share parameters
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All convolutions in this class are valid convolutions

Output size:

In this class, all convolutions will be valid convolutions.  We explicitly 
specify the amount of zero padding when we need it.
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Convolutional padding
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Convolutional padding
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Convolutional stride
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Pooling layer
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Sizing examples

C1 contains six 5x5 conv filters.
Size of feature maps at C1?  
Number of parameters in C1 layer?  

S2 is a 2x2 pooling layer applied at stride 2.
Size of feature maps at S2?  
Number of parameters in S2 layer? 

C3 contains sixteen 5x5 conv filters.
Number of parameters in C3 layer? 
Size of feature maps at C3? 


