
Lecture 5: Gradient Descent, Neural Networks, Backpropagation

Prof J.C. Kao, UCLA ECE

Announcements:

• HW #2 is due Monday Jan 29, uploaded to Gradescope. To submit your Jupyter 
Notebook, print the notebook to a pdf with your solutions and plots filled in. You must 
also submit your .py files as pdfs.



Tonmoy Monsoor
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Finding the optimal weights through gradient descent

To do so, we use the technique of gradient descent.
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Finding the optimal weights through gradient descent

Example:
Animations thanks to: http://louistiao.me/notes/visualizing-and-animating-optimization-algorithms-with-matplotlib/
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Finding the optimal weights through gradient descent
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Finding the optimal weights through gradient descent

http://seas.ucla.edu/~kao/opt_anim/1gd.mp4 
http://seas.ucla.edu/~kao/opt_anim/2gd.mp4 
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Finding the optimal weights through gradient descent

How do I pick the right step size?
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Finding the optimal weights through gradient descent

Why not always use smaller learning rates?



Interpreting the cost function
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Why not use a numerical gradient?

df(x)

dx
= lim

h!0

f(x+ h)� f(x)

h
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Finding the optimal weights through gradient descent

How does this example differ from what we will really encounter? 

• In this example, we know the function f() exactly, and thus at every point in 
space, we can calculate the gradient at that point exactly. 

• In optimization, we differentiate the cost function f() with respect to the 
parameters.   

• The gradient of f() w.r.t. parameters is a function of the training data! 

• Hence, we can think of each data point as providing a noisy estimate 
of the gradient at that point.
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Finding the optimal weights through gradient descent

However, it’s expensive to have to calculate the gradient by using every example in 
the training set. 

To this end, we may want to get a noisier estimate of the gradient with fewer 
examples.
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Finding the optimal weights through gradient descent

To get a more robust estimate of the gradient, we would use as many data samples 
as possible.
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Finding the optimal weights through gradient descent

You’ll do this in the HW.  More on this later in the optimization lecture… 

‣ And a lot more to be said about optimization. 
‣ First order vs second order methods 
‣ Momentum 
‣ Adaptive gradients. 
‣ … all of these will become quite important when we get to neural networks.  

We’ll cover these in an optimization lecture.



Lecture 5: Neural networks
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In this lecture, we’ll introduce the neural network architecture, parameters, and 
its inspiration from biological neurons.



Announcements

Prof J.C. Kao, UCLA ECE

Reading: 

Deep Learning, 6 (intro), 6.1, 6.2, 6.3, 6.4



Inspiration from neuroscience
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Neurons are the main signaling units of the nervous system. 

• Neurons have four regions: 
 1) Cell body (soma) – metabolic center, with nucleus, etc. 
 2) Dendrites – tree like structure for receiving input 

signals. 
 3) Axon – single, long, tubular structure for sending 

output signals. 
 4) Presynaptic terminals – sites of communication to next 

neurons. 

• Axons (the output) convey signals to other neurons: 
• Conveys electrical signals long distances (0.1mm 

– 3 m). 
• Conveys action potentials (~100 mV, ~1 ms 

pulses). 
• Action potentials initiate at the axon hillock. 
• Propagate w/o distortion or failure at 1-100 m/s. 
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Neurons are diverse (unlike in neural networks)



Inspiration from neuroscience
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Neurons fundamentally communicate through all-or-nothing spikes (not analog 
values!):



Inspiration from neuroscience
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… And the spikes are probabilistic.

Stimulus Neural response (spike train)

Trial 1

Trial 2

Trial 3

Trial 4

Trial 5



Inspiration from neuroscience
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The spikes reflect an underlying rate.

This rate is what the neural networks are “encoding.”



Inspiration from neuroscience
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How does the artificial neuron compare to the real neuron?

x1

x2

x3

x4

w1
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How does the artificial neuron compare to the real neuron?
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Neuroscience 

Neural network

Axonoal activity
of prior neurons

Outputs of prior
artificial neurons

Synaptic weights

Artificial weights

Axon hillock
(integration and

threshold)

Artificial neuron 
compute (sum 

and nonlinearity)

Axonal output

Artificial neuron 
output
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Neural networks
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First layer:

Second (output layer):

Neural networks
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h = f (W1x+ b1)

This network has 6 neurons (not counting the input).  It has (3x4) + (4x2) = 20 
weights, and 4+2 = 6 biases for a total of 26 learnable parameters.

z = W2h+ b2



Neural networks
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First layer:

Third (output layer):

Second layer:

Neural networks
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h2 = f (W2h1 + b2)

h1 = f (W1x+ b1)

z = W3h2 + b3



Neural networks
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This network has 10 neurons (not counting the input).  It has (3x4) + (4x4) + 
(4x2) = 36 weights, and 4+4+2= 10 biases for a total of 46 learnable 
parameters.



Neural networks
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What if f() is linear?
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Introducing nonlinearity
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The hidden layers as learned features
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Example: XOR
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Review on your own
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Review on your own



What nonlinearity to use?
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There are a variety of activation functions.  We’ll discuss some more commonly 
encountered ones.
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“One recurring theme throughout neural network design is that the gradient of 
the cost function must be large and predictable enough to serve as a good 
guide for the learning algorithm.” (Goodfellow et al., p. 173)

Sigmoid unit


